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ABSTRACT

This study addresses key aspects of shallow moist convection, as simulated by a multiplume eddy-

diffusivity/mass-flux (EDMF) model. Two factors suggested in the literature to be essential for the de-

velopment of convective plumes are investigated: surface conditions and lateral entrainment. The model

consistently decomposes the subgrid vertical mixing into convective plumes and the nonconvective envi-

ronment. The modeled convection shows low sensitivity to the surface plume area. The results indicate that

plume development in the subcloud layer is controlled by both surface conditions and lateral entrainment.

Their impact significantly changes in the cloud layer where the surface conditions are no longer important.

The development of shallow convection is dominated by the interactions between the plumes and the large-

scale field and is sensitive to the representation of the variability of thermodynamic properties between the

plumes. A simple two-layer model of steady-state convection is proposed to help understand the role of these

processes in shaping the properties of moist convection.

1. Introduction

In state-of-the-art weather and climate models, nei-

ther boundary layer turbulence nor moist shallow con-

vection can be explicitly resolved and thus have to be

parameterized. One commonly used family of parame-

terizations that unifies these two regimes is based on

the eddy-diffusivity/mass-flux (EDMF) approach, which

was initially proposed to represent dry convective bound-

ary layers (Siebesma and Teixeira 2000; Teixeira and

Siebesma 2000; Siebesma et al. 2007;Witek et al. 2011a).

Note that models by Chatfield and Brost (1987) and

Hourdin et al. (2002) represent dry convective boundary

layers with some combination of eddy-diffusivity and

mass-flux concepts. Over the past few years, several

EDMF versions for moist shallow convection have been

developed (Soares et al. 2004; Angevine 2005; Rio and

Hourdin 2008; Neggers et al. 2009; Neggers 2009;

Pergaud et al. 2009; Rio et al. 2010; Su�selj et al. 2012,

2013, 2014). The key concept behind this approach is a

formal distinction between strong convective plumes/

updrafts, which are responsible for nonlocal mass-flux

transport, and the remaining nonconvective environ-

ment characterized by local turbulent mixing and

parameterized by the eddy-diffusivity model. Although

the EDMF approach is relatively new, both the eddy-

diffusivity and mass-flux models have been under de-

velopment for many decades as they are traditionally

used to represent vertical mixing in the atmospheric

boundary layer and in the moist convective layer in

weather and climate models.

The goal of this study is to improve our understand-

ing of the physical mechanisms controlling the devel-

opment of shallow convection as represented by EDMF

parameterizations. To achieve this, we investigate the

effects of different EDMF model components and ap-

proximations on the accuracy of simulated convection

for the well-known Barbados Oceanographic and Me-

teorological Experiment (BOMEX) case (Siebesma

et al. 2003). The EDMF model employed in this study is

an improved version of the model documented in Su�selj

et al. (2013), with two major modifications.

First, we drop the assumption that the grid-mean

thermodynamic variables are equal to their environ-

mental values. This assumption is often used to simplify

the formulation of the subgrid fluxes, which are then

expressed as a sum of two terms representing the fluxes

due to convective plumes and the nonconvective envi-

ronment (e.g., Siebesma et al. 2007). In a more general

formulation of our newmodel, a third term representingCorresponding author: Kay Suselj, kay.suselj@jpl.nasa.gov
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the effects of environmental subsidence (which is typi-

cally neglected) is retained in the parameterization of

the subgrid fluxes. Furthermore, the eddy-diffusivity

component of the subgrid flux is modeled as a function

of environmental rather than grid-mean properties.

Second, we design a multiplume mass-flux model with

all plumes initialized at the surface. It replaces an older

version of the scheme (Su�selj et al. 2013), in which a

single bulk plume rooted at the surface was split into

multiple plumes at the cloud base. In the early EDMF

models, the spectrum of convective plumes has been

represented with a single horizontally homogeneous

bulk plume (e.g., Angevine 2005; Siebesma et al. 2007;

Pergaud et al. 2009; Rio et al. 2010; Witek et al. 2011a).

To improve on this approach, recent studies proposed

either to account for an internal heterogeneity of the

bulk plume (e.g., Jam et al. 2013), to explicitly repre-

sent convective updrafts with amultiplumemodel (e.g.,

Cheinet 2003, 2004; Su�selj et al. 2013, 2014; Neggers

2015; Sakradzija et al. 2015, 2016) or to merge the two

approaches (Su�selj et al. 2012). The key advantage of

the multiplume approach is the ability to explicitly

account for the nonlinear interactions between the

plumes and the environment in a way that a bulk model

cannot do.

In multiplume models, each plume is an attempt at

representing a collection of similar updraft properties.

However, a direct mapping from complex three-

dimensional updrafts (like the ones that can be di-

agnosed from LES) to parameterized plumes is far from

straightforward. The behavior of the parameterized

plumes depends on a variety of assumptions, in partic-

ular, regarding what determines the variability among

plumes. Based on these assumptions, multiplume models

can be loosely categorized into the following three groups:

1) The variability among plumes is determined at the

initialization level. The controlling factors are either

the thermodynamic and kinematic plume properties

(e.g., Cheinet 2003, 2004; Neggers et al. 2009; Su�selj

et al. 2012) or the horizontal sizes of the plumes (e.g.,

Sakradzija et al. 2015, 2016).

2) The variability among plumes is controlled by pro-

cesses above the initialization level and can be due to

differences in the local environment in which they

grow (Brast et al. 2016) or due to stochastic in-

teractions with the environment, which can be rep-

resented by stochastic lateral entrainment (Romps

and Kuang 2010; Romps 2010; Dawe and Austin

2012; Su�selj et al. 2013, 2014).

3) The variability among plumes is a result of differ-

ences in their conditions at the initialization level and

of processes above it. Examples include the model

presented here and the basic model formulation of

Neggers (2015).

Note that in the models from the first group, the dif-

ferences among the plumes can amplify above the ini-

tialization level. This is because the entrainment rate

can be a function of a plume’s vertical velocity or its

horizontal size. Nevertheless, the development and fate

of a particular plume is determined at the initialization

height, which is not the case for the models from the

second and the third groups, for example, because of

stochastic processes.

The current model belongs in the third group as the

plume properties are designed to depend on both the

different surface thermodynamic and kinematic prop-

erties and stochastic entrainment. The surface proper-

ties are formulated as in Cheinet (2003). The stochastic

entrainment parameterization is qualitatively consis-

tent with the ideas proposed by Krueger et al. (1997)

and Romps and Kuang (2010).

We here examine which of the two processes is more

important for the vertical development of the plumes.

We also design an experiment in which the parameter-

ization of the two processes is gradually simplified to find

the key physical components of the scheme that allows

realistic representation of shallow convection. Finally, to

understand the results of these simulations, we formulate a

simple two-layer model for steady-state convection to ex-

plain how interactions between the plumes and the envi-

ronment affect the properties of convection.

The paper is organized as follows. Section 2 (and ap-

pendix A) describes the new EDMF model, with a

special emphasis on the introduced modifications with

respect to our earlier model (Su�selj et al. 2013). In sec-

tion 3, we examine the sensitivity of themodel to surface

updraft area (UA), investigate the impact of different

components on the representation of convection, and

formulate a two-layer steady-state model to explain the

simulated variability. A summary and conclusions are

given in section 4.

2. Model overview

Our framework is a stochastic multiplume EDMF

model that derives from Su�selj et al. (2013), with some

crucial modifications described below. Appendix A

provides further details.

The EDMF model is implemented into a single-

column model (SCM) that serves as a test bed. The

SCM solves equations for the mean moist conserved

variables (liquid water potential temperature ul [ u2
Lyc

21
p ql and total water qt [ qy 1 ql), the two compo-

nents of horizontal momentum (u and y), and turbulent
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kinetic energy (TKE; e).1 A generic Reynolds-averaged

conservation equation for a prognostic variable u can

be written as

›u
›t

52
1

r

›

›z
(rw0u0)2 �

3

k51

uk ›u
›xk

1 Su , (1)

where u5 ful, qt, u, y, eg represents any of the five

prognostic variables, xk 5 fx, y, zg the two horizontal

and the vertical directions, uk 5 fu, y, wg the velocities

along these directions, and Su is a source/sink term.

In Eq. (1), horizontal gradients of subgrid fluxes are

neglected as is typically done for models with horizontal

resolutions of ;1 km or coarser.

In this multiplume EDMF framework, the subgrid

domain is divided into i5 1, . . . , I horizontally homo-

geneous convective plumes, each with a fixed fractional

area (from the surface up to its termination height) and

the remaining nonconvective environment.

If ai and ae represent horizontal fractional areas of the

ith plume and the environment, then the total fractional

area of all the components by definition equals unity:

�
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The grid-mean value of a prognostic variable u is the

area-weighted sum of the values for the plumes and

environment:
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, (3)

where the subscripts i and e refer to the plumes and the

environment, respectively. The subgrid covariance be-

tween any two model variables, u and c, can be written

as (Wang and Stevens 2000; Chinita et al. 2018)
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where the u0
c
0je and u0

c
0ji terms represent the covari-

ance of u and c in the environment and in the ith

plume, respectively.2 Because the plumes are assumed

to be horizontally homogeneous, the covariance be-

tween variables within each individual plume is zero,

leading to
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e
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e
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e
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where the subgrid vertical flux is a sum of three

components that represent, respectively, the small-

scale mixing in the environment (usually called eddy

diffusivity), the vertical mass flux of the subsiding

environment, and the vertical mass flux of convec-

tive plumes. The second term is typically neglected

in EDMF models, including Su�selj et al. (2013),

following the assumption of small plume area, for

which the environmental and grid-mean values

are equal.

The small-scale mixing in the environment is param-

eterized with the eddy-diffusivity approach:

w0u0j
e
52K

m/h,e

›u
e

›z
, (6)

where Km/h,e represents the eddy viscosity or diffusivity

coefficient for the environment (whose ratio is a func-

tion of the Richardson number; see appendix A). The

current model does not represent condensation in the

nonconvective environment, which for the shallow

convection cases considered herein can be neglected.

Using Eqs. (2), (3), (5), and (6), the equation for

subgrid fluxes can be written as
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1 See appendix B for the list of symbols.
2 For example, u0

c
0je [ (u2ue)(c2ce)

e
, where the overbar

with the subscript e denotes the average over the environment.

Similar equation can be written for each of the ith plumes.
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where Ku,e represents either the eddy diffusivity (for

u5 ful, qtg) or eddy viscosity (for u5 fu, yg) coeffi-

cient. The prognostic equations, using Eqs. (7)–(10),

are integrated with a single (i.e., without any time- or

process-splitting approximation) forward-in-time semi-

implicit numerical solver. In the solver, only the vari-

ables au, bu, and gu from Eq. (7) are treated explicitly

in time.
Other significant differences between this new EDMF

version and the one described in Su�selj et al. (2013) are

as follows. Instead of splitting a single bulk dry plume

into multiple moist plumes at cloud base, the newmodel

initializes all plumes at the surface. Each of them is in-

dependently integrated in the vertical as long as its

plume velocity remains positive. Condensation within a

plume occurs when its total water mixing ratio exceeds

the saturated water vapor mixing ratio. The ensemble of

subgrid plumes can, therefore, include both dry and

partly moist convective plumes, with their individual

properties depending on both surface properties and

interactions with the environment (i.e., through lateral

entrainment).

To specify the surface conditions for the plumes, we

first assume that the near-surface variability of the ver-

tical velocity and the thermodynamic fields (i.e., virtual

potential temperature and total water mixing ratio)

follow a joint-normal probability density function (PDF)

and that their higher moments can be represented by the

surface-layer scaling laws. The plumes are thought to

represent the right tail of this marginal vertical velocity

PDF. The near-surface vertical velocity of an individual

plume is computed by discretizing the tail of the mar-

ginal vertical velocity PDF into I equidistant vertical

velocity bins. The near-surface virtual potential tem-

perature and total water mixing ratio are computed as

an average value of the corresponding variable over the

vertical velocity bin, and the fractional area is an integral

of the vertical velocity PDF over the bin size. This pa-

rameterization is similar to that from Cheinet (2003),

with the details described in appendix A.

The entrainment rate formulation is the same for both

dry and moist parts of the plume. The lateral entrain-

ment is a discrete stochastic process, and the entrained

air has the grid-mean properties, which assumes some

interactions between the plumes (see appendix A for

details). When a plume travels a distance dz, the prob-

ability of an entrainment event is assumed to be pro-

portional to that distance. Consequently, the number of

entrainment events between two vertical model levels

follows a Poisson distribution. A fixed amount of envi-

ronmental air is assumed to be entrained into the plume

during each entrainment event. This approach was

previously used for the cloud layer (Su�selj et al. 2013)

and partly follows the works of Krueger et al. (1997) and

Romps and Kuang (2010). Additionally, the entrain-

ment length scale (i.e., the average distance that a plume

needs to travel to entrain once) is computed as a func-

tion of the surface convective velocity scale instead of

the depth of the convective layer.

In the main simulations presented herein, we set I 5
100. Therefore, an ensemble of convective updrafts is

represented by 100 plumes per model time step. Each

plume is characterized by its own set of surface conditions

and stochastically computed profiles of entrainment

rates. Such a Monte Carlo method introduces some sta-

tistical noise, which is however reduced in time-averaged

results. In section 3a, we investigate the intermittency of

convective properties resulting from this statistical noise.

In the SCM model, the large-scale horizontal advec-

tion terms, radiative fluxes, surface fluxes, geostrophic

wind, and the initial conditions are all prescribed. The

model equations are solved on a vertically staggered

grid with the mean thermodynamic variables and hori-

zontal wind components defined on midlevels and the

TKE and the plume properties defined on full levels.

The vertical resolution of the SCM and the time step in

all experiments are 20m and 20 s, respectively.

We investigate the EDMF model behavior for the

BOMEX case (Siebesma et al. 2003). The BOMEX case

is an example of quasi-steadymarine shallow convection

with a well-mixed subcloud layer capped by a shallow

cumulus layer. The cloud base is located around 500m,

and the cloud layer extends up to nearly 2000m. The

initial conditions, forcing (i.e., surface fluxes, advection

of dry air in the subcloud layer, radiative cooling, and

the large-scale vertical velocity) and the LES reference

results for the comparison are taken from Siebesma

et al. (2003).

3. Results

a. Sensitivity to surface updraft area and number
of plumes

Figure 1 compares grid-mean profiles of thermody-

namic moist conserved variables: liquid water potential

temperature ul and total water mixing ratio qt, as well as

their subgrid vertical fluxes, for eight EDMF simulations

characterized by the surface UAs ranging from 1% to

50%, averaged between the second and the third simu-

lation hours. Different surface UAs were obtained by

modifying the minimum near-surface vertical velocity

represented by the updrafts (i.e., the parameterwmin; see

appendix A). Since the vertical velocity distribution is

assumed to be normal with zero mean, the surface UA

cannot exceed 50% as the updrafts are by definition

associated with positive vertical motions. The SCM
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results are compared with the LES ensemble data from

Siebesma et al. (2003). The key result from Fig. 1 is that

almost all EDMF simulations well represent the profiles

of thermodynamic variables owing to realistic repre-

sentations of their subgrid fluxes. Moreover, the profiles

of moist conserved variables and their subgrid fluxes

show little sensitivity to the large changes in the surface

UA. An exception is the simulation with the lowest

surface UA (i.e., 1%), which notably underestimates

the vertical fluxes in the entire convective layer. While

the LES flux of total water mixing ratio is almost con-

stant with height, the EDMF flux tends to reach a local

minimum around the cloud base. This feature is also

present in some other models (e.g., Cheinet 2004). We

performed additional sensitivity experiments (not

shown) to conclude that the moisture flux profile can

be improved by increasing the updraft velocity [e.g.,

by modifying the constants aw and bw in Eq. (A14)].

FIG. 1. Profiles of mean moist conserved variables: (a) liquid water potential temperature, (b) total water mixing

ratio, and (c),(d) their subgrid vertical fluxes for different surface updraft areas shown in the legend. Black lines

represent the LES ensemble-mean results, and the gray areas represent the interquartile range from the LES. All

the profiles are averaged across the second and third simulation hours.
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However, such modifications deteriorate the represen-

tation of moist convection in the cloud layer and are

omitted in this study. The profiles of moist conserved

variables and turbulent fluxes do not change in any no-

ticeable way in the following four simulation hours, the

exception being the results of the experiment with the

smallest surface UA. In this case, the subcloud layer and

the lower cloud layers become significantly colder and

moister and the cloud layer becomes warmer and dryer.

This result is consistent with an underestimation of the

subgrid fluxes for this experiment.

Figure 2 shows the partitioning of the EDMF subgrid

fluxes of moist conserved variables into the three com-

ponents [i.e., eddy diffusivity, mass flux of convective

updrafts, and mass flux of the subsiding environment;

see Eq. (5)] for two experiments with very different

surface UAs of 5% and 50%. For both experiments, the

subgrid fluxes in the cloud layer (between 200 and 500m

above cloud base) are dominated by convective up-

drafts. On the contrary, the results in the subcloud layer

strongly depend on the surface UA. For the surface UA

of 5%, the eddy-diffusivity term dominates the subgrid

fluxes. For the surface UA of 50%, eddy diffusivity be-

comes small, and the other two components dominate.

While it is evident that convective updrafts represent

most of the turbulence in the cloud layer (e.g., Siebesma

et al. 2003), it is less clear how the subgrid fluxes should

partition in the subcloud layer. For example, Lappen

and Randall (2001) suggest that turbulence in the

subcloud layer is dominated by nearly symmetric verti-

cal motions seen as a relatively small skewness of ver-

tical velocity. Our EDMF results qualitatively agree

with these findings. In the experiments with small sur-

face UAs, the dominant eddy-diffusivity component is

assumed to represent isotropic turbulent motions. For

large surface UAs, fractional areas and magnitudes of

vertical velocity in the updrafts and the environment are

similar because most of the updrafts survive to the cloud

base (as shown below). Therefore, the updrafts and en-

vironment collectively represent quasi-symmetric turbu-

lent motions with each accounting for approximately

50% of the turbulent flux. Accounting for this effect is

only possible after including the term representing mass

flux of the subsiding environment.

To investigate the reason for the small sensitivity of

the convective mass flux to the surface UA, Fig. 3

compares the area-weighted mean properties of moist

updrafts from EDMF against the cloud and cloud-core

LES ensemble means.3 The compared properties in-

clude the conditionally averaged updraft fractional

area, vertical velocity, perturbations of moist conserved

thermodynamic variables, cloud water mixing ratio, and

FIG. 2. Profiles of the subgrid vertical flux components: eddy diffusivity (blue),mass flux due to convective plumes

(green), mass flux due to a subsiding environment (red), and the sum of the three components (black) (a) for liquid

water potential temperature and (b) for total water mixing ratio. Solid and dashed lines denote the results for the

surface UA of 5% and 50%, respectively.

3 Cloud-averaged LES fields account for all cloudy grid points,

while more restrictive cloud-core-averaged fields account for all

cloudy grid points with positive buoyancy with respect to the

slab mean.
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FIG. 3. Mean properties of moist updrafts: (a) fractional area, (b) vertical velocity, (c),(d) excesses of

moist conserved variables from their slab means, (e) liquid water mixing ratio, and (f) excess of virtual

potential temperature, for different surface updraft areas in the EDMFmodel, as shown in the legend.

Black lines represent the LES ensemble means, and the gray shading shows the interquartile range

from the LES results. All the profiles are averaged across the second and the third simulation hours.
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virtual potential temperature perturbation. The di-

agnosed LES updraft areas peak between 4% and 6% at

the height of around 600m, and they gradually decrease

toward the cloud top (;2000m). This decrease results

from a gradual termination of the updrafts with height,

as the horizontal area of individual updrafts is constant.

The corresponding EDMF profiles converge to similar

values (except for the simulation with the surface UA of

1%) with the cloud-base peak ranging between 3% and

7%. For all EDMF simulations, dry updrafts do not

penetrate into the cloud layer. They either condense and

continue to rise as moist updrafts or terminate (not

shown). Consequently, mean moist updraft velocity in-

creases with height along with both the amount of cloud

condensate and the excess of total moisture (with respect

to the grid mean), while the liquid water potential tem-

perature perturbations decrease with height. The profiles

of virtual potential temperature perturbation show that

the updrafts are on average marginally buoyant from the

cloud base to the height of around 1500m. From above

1500m up to the cloud top, a significant number of up-

drafts overshoot their neutral buoyancy, which results

in the negative updraft virtual potential temperature

perturbation at that height. Again, the profiles from all

eight EDMF simulations are almost the same regardless

of the large changes in the surface UA. Even using the

unrealistically small surfaceUAof 1%yields reasonable

results; however, updraft area is underestimated while

vertical velocity and virtual potential temperature per-

turbations are both overestimated in the lower part of

the cloud layer. These results are consistent with the

idea that the updrafts represent only the strongest sur-

face plumes, which are associated with the most active

convective clouds above the saturation level.

In Figs. 4a and 4b, we show two metrics summarizing

the properties of cloud layer: convective cloud cover

(CC) and liquid water path (LWP) for the experiments

with a different number of surface updrafts. The CC is

simply the maximum convective cloudiness over the

vertical dimension, which follows from the assump-

tion that convective clouds are maximally overlapped,

and LWP is computed from liquid water in convective

updrafts. Results are averaged between the second and

the sixth simulation hours to reduce temporal vari-

ability and because the BOMEX case is in quasi-steady

state. In the experiments with the surface UA smaller

than around 2%, all updrafts condense, and therefore,

CC equals the surface UA. When the surface UA in-

creases above this value, a gradually smaller fraction

of the updrafts condenses so that CC slowly increases

to approximately 5%. For LWP, its values are some-

what larger than for LES, and they remain relatively

independent of the surface UA as long as the latter is

higher than around 5%. The time-averaged results from

the experiments with a significantly different number of

surface updrafts differ only marginally. However, using a

smaller number of updrafts generally yields noisier results.

This noise is presumably associated with stochastic

entrainment that leads to some intermittency of the

modeled convection. Figures 4c and 4d show a measure

of this intermittency (i.e., the normalized standard de-

viations) for the moist updraft area and the subgrid

vertical flux of the total water mixing ratio in the upper

cloud layer (between 1600 and 1700m) as a function of

the prescribed number of surface updrafts, for two sets

of experiments with different values of surface UAs.We

show the results for the upper cloud layer as the UA

there is small and therefore the intermittency of con-

vective properties is the greatest. The results show that

the two standard deviations decrease approximately in a

power-law relation to the number of updrafts. The in-

termittency of the subgrid flux of total water is domi-

nated by the intermittency of the moist updraft area.

The normalized standard deviation of the subgrid flux

for liquid water potential temperature (not shown) is

similar to the one for the total water mixing ratio. The

results also suggest that the intermittency increases with

the surface UA and that moist convection can be mod-

eled with a small number of updrafts but at the expense

of the intermittency of the results.

b. What controls plume development?

Arguably, the realistic representation of moist updraft

properties by EDMF is due to simulating the realistic

spread of the thermodynamic and kinematic variables

for the ensemble of updrafts. Two model components

can be responsible for this spread: (i) differences in the

updraft initial (i.e., surface) conditions and (ii) stochas-

tic entrainment. At first glance, the results shown in

section 3a indicate that the parameterization of updraft

initial conditions is crucial for this spread, which would

agree with some previous studies (e.g., Cheinet 2003;

Neggers et al. 2009). According to this hypothesis, only

updrafts with the highest surface vertical velocity,

buoyancy, and moisture (i.e., those that represent the

highest several percent of the near-surface vertical ve-

locity distribution) reach the condensation level. As the

updrafts rise farther into the cloud layer, the weaker

surface updrafts terminate first, and only the strongest

surface updrafts reach the top of that layer. Therefore,

with the increase of surface UA, a larger fraction of

weaker updrafts from the prescribed surface joint PDF

is incorporated into themass-flux scheme. These weaker

updrafts presumably terminate in the subcloud layer and

do not reach the condensation level. If this hypothesis

were correct, then the role of stochastic entrainment for
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the spread of the updraft properties would be insignifi-

cant, and its parameterization could be simplified.

To quantify the role of the two elements (i.e., updraft

surface conditions and entrainment rate) on the updraft

termination height, we introduce two new metrics:

surface updraft index and integrated entrainment rate.

The surface updraft index corresponds to the parameter

i in Eqs. (A15)–(A18) and numbers the bins of the

surface PDFs used to initialize updrafts. Therefore,

updrafts with higher surface indices are characterized

by higher near-surface vertical velocity, buoyancy, and

moisture. The normalized integrated entrainment rate

~«i for the ith updraft is defined as the difference between

the vertically integrated entrainment rate of the ith up-

draft and that of a hypothetical average updraft, nor-

malized by the square root of variance of the average

updraft:

~«
i
(z)5

ðz
0

(«
i
2 h«i) dz�

Var

�ðz
0

«dz

��1/2 5
ðz
0

«
i
dz2 «

0
z/L

«

«
0

ffiffiffiffiffiffiffiffiffiffi
z/L

«

p , (11)

FIG. 4. (a) Updraft cloud cover and (b) LWP as a function of the surfaceUAand their dependence on the number

of surface plumes. Each colored line represents a set of experiments for a fixed number of plumes, as shown in the

legend. The gray shading represents the interquartile range from LES. (c),(d) Temporal standard deviation of the

moist updraft area and the subgrid vertical flux of total water mixing ratio normalized by their mean and averaged

over the upper cloud layer (the heights of 1600 and 1700m) as a function of the number of surface plumes for

experiments with the surface UA of (c) 16% and (d) 50%. All the results are averaged from the second through the

sixth simulation hours.
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where h«i represents the average of the PDF of en-

trainment rates and Var denotes the variance. To arrive

at the final expression, we consider the entrainment rate

following Eq. (A22). The entrainment rate and the

variance of the hypothetical average updraft are com-

puted as follows:

ðz
0

h«i dz5 lim
Dz/0

�
z/Dz
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5 «20z/L«
(13)

where P (l) represents a random number from the

Poisson distribution described by the l parameter. Note

that both mean and variance of the Poisson distribution

are equal to l. To derive the expression after the second

equal sign in Eq. (13), we use the fact that the Poisson

distributions at different levels k are independent of

each other. In the definition of the normalized entrain-

ment rate, we use the integrated entrainment rate rather

than the entrainment rate itself because the updraft

properties at a certain model level are more closely re-

lated to the vertically integrated entrainment rate (i.e.,

from the surface up to that level) than to the entrain-

ment rate at that model level.

Figure 5 shows the frequency of occurrence of the

updraft surface index and the integrated entrainment

rate as the functions of height. To improve their statis-

tical significance, we analyze the updraft properties for

10 model runs. Two sets of plots are shown for the

simulations using surface UAs of 16% and 50%. For the

value of 16%, the updrafts represent the near-surface

vertical velocities exceeding one standard deviation of

the assumed PDF.

For the smaller surface UA (Fig. 5a), all the updrafts

are equally likely to reach the mean cloud-base height

(located at around 500m, although individual updrafts

may condense at slightly different heights) regardless of

their surface indices. This can be seen through the uni-

form frequency distribution (1/I5 0:01) for all hundred

indices within this layer. A large fraction of these up-

drafts terminate in the layer between cloud base and the

level of maximum cloudiness (;100m into the cloud

layer; not shown) before they condense. Note that above

the level of maximum cloudiness, the structure of the

PDFs abruptly changes. Frequencies of occurrence of

the updrafts with larger surface indices increase at the

expense of frequencies of the updrafts with smaller

surface indices. In other words, stronger surface up-

drafts have a higher chance of reaching the level of

maximum cloudiness.

Incorporating weaker updrafts into the mass-flux

model (i.e., for the 50% surface UA) modifies this pic-

ture since the surface updraft index more strongly de-

termines which of the updrafts penetrate into the cloud

layer (Fig. 5b). For this simulation, updrafts with lower

surface indices start terminating at lower heights com-

pared to the previous simulation, and almost none of the

updrafts with index lower than 30 reach the height of

maximum cloudiness.

In terms of the normalized entrainment rate (Figs. 5c,d),

the subcloud values are significantly larger than their in-

cloud counterparts. Also, a notable transition for the

entrainment rate from a wide subcloud distribution to a

narrow in-cloud distribution occurs near the cloud base.

These results indicate that the entrainment rate plays a

crucial role in the termination of updrafts. Namely, the

entrainment rate is inversely correlated with the termi-

nation height. Figures 5c and 5d also show that for both

simulations virtually none of the updrafts entraining

more than the hypothetical average updraft can survive

above the height of 600m. This can be seen as a near-

zero frequency of the positive integrated entrainment

rates in this layer. In fact, the mean integrated entrain-

ment rate for the updrafts that survive to the level of

600m is about one standard deviation smaller than that

of the hypothetical average updraft. Although the re-

sults for both surface UAs are similar, their mean pro-

files (Fig. 5e) differ within the cloud layer, with smaller

entrainment rates for larger UA. Note that the de-

nominator in Eq. (11) increases with height; therefore, if

the integrated entrainment rate is constant at any height

or is decreasing with height, only the updrafts that en-

train less than the hypothetical average updraft at that

height penetrate into the level above.

These results indicate that, in general, lower entrain-

ment rates and larger initial buoyancy (and thus vertical

velocity and moisture from the joint PDF) both increase

an updraft’s chances of reaching higher altitudes. They

also indicate that these two factors determine which

updrafts are most likely to terminate near the cloud

base. However, once the updrafts reach the level of

maximum cloudiness, their termination height becomes

almost entirely dependent on the entrainment rate. This

can be concluded from the fact that the frequency of

occurrence for the surface index remains almost con-

stant above 600m. The above analysis contradicts our

working hypothesis, in which only the updrafts with the

strongest surface vertical velocity, buoyancy, and mois-

ture condense. The documented behavior of the EDMF
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model is in a qualitative agreement with the LES results

fromRomps andKuang (2010). In particular, they found

that thermodynamic properties of moist updrafts de-

pend on their ‘‘nature’’ (i.e., surface conditions) only

for a few hundredmeters above the cloud base, while the

‘‘nurture’’ (i.e., lateral entrainment) dominates aloft.

c. Sensitivity to parameterizations of surface
conditions and entrainment

To determine which elements in the formulation of

the surface conditions and the entrainment rate are the

most critical for the development of convection, we

perform a set of numerical experiments, in which the

FIG. 5. Frequency of occurrence of (a),(b) the up-

draft surface index and (c),(d) the integrated (nor-

malized) entrainment rate as functions of height.

Simulations with the surface UA of (a),(c) 16% and

(b),(d) 50% are compared. All frequencies are aver-

aged over the results of 10 different EDMF simula-

tions, from the second through the sixth simulation

hours. The black horizontal lines show the levels of the

(lower) cloud base and (upper) maximum cloud cover.

(e) The mean profiles from (c) and (d).
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two parameterizations are modified in several different

ways. Table 1 lists all the experiments and briefly de-

scribes these modifications. The Control experiment is

our reference from the previous section. In the E-const

experiment, the entrainment rate is constant, and in the

E-uni experiment, it is drawn from a uniform distribu-

tion instead of a Poisson distribution. The Srf-stoch ex-

periment differs from the Control in the way the surface

updraft properties are defined. In this experiment, the

surface updraft thermodynamic properties are randomly

sampled such that the probabilities of their values are

proportional to the tail of the joint PDF, and the surface

updraft area is the same for all updrafts. In the Srf-const

experiment, surface conditions are constant and the

same for all updrafts. The E-Srf-const experiment com-

bines the E-const and Srf-const using constant entrain-

ment rates and surface conditions for all updrafts. Since

all updrafts have the same properties, this experiment is

equivalent to a single bulk mass-flux model with a con-

stant fractional updraft area. Finally, in the Diag ex-

periment, all prognostic variables are fixed in time, and

the EDMF parameterization is used only for diagnos-

tic purposes. In this experiment, the EDMF parame-

terization is identical to the Control experiment. All the

modified experiments are designed such that the en-

trainment rate averaged over the updrafts and vertical

levels equals h«i5 «0/L«, which is the same as in the

Control experiment, and the mean updraft surface

conditions are always equal to the ones from the Control

experiment.

Figure 6 shows CC and LWP as the functions of the

surface UA, for the sensitivity experiments. In the Diag

experiment, in which convection does not interact with

the mean fields, the CC and LWP are almost pro-

portional to the surface UA. In fact, in this experiment,

almost all updrafts condense at the cloud base and reach

similar heights (not shown). These results highlight the

importance of interactions between convection and

mean fields (cf. Neggers et al. 2006; van Stratum et al.

2014; Neggers 2015).

In all other sensitivity experiments, the dependence of

CC and LWP on the surface UA falls into two regimes,

which are separated by what we define as a critical sur-

face UA (UAc). For surface UAs smaller than UAc, the

CC and LWP are approximately proportional to the

surface UA. When the surface UA surpasses UAc, both

LWP and CC tend to saturate and either stay fairly

constant or even decrease with a further increase of the

surface UA. The value of UAc varies among the ex-

periments from less than 5% to around 20%. Figure 6

shows that experiments are characterized by a smaller

UAc better agree with the LES results for a large range

of surface UAs. The key result from Fig. 6 is that UAc

is primarily controlled by the parameterization of the

entrainment rate and only marginally depends on the

parameterization of surface updraft conditions, indi-

cating that entrainment plays a more significant role in

determining the spread in the updraft properties. This

can be seen from the small differences in UAc among

the Control, Srf-const and Srf-stoch experiments. In

the experiments with constant entrainment rates (i.e.,

E-const and E-Srf-const), UAc grows to significantly

larger values that are out of the LES range. The differ-

ences in UAc between these two experiments show that

for a constant entrainment rate, variability among the

updraft surface conditions marginally improves the

model sensitivity to surface UA. It is interesting to note

that in the E-uni experiment, UAc is larger than in the

Control experiment. This is likely associated with the

fact that the variability of the vertically integrated uni-

form distribution is smaller than the variability of the

Poisson distribution, which results in a smaller spread of

the plume ensemble in the E-uni experiment.

To better understand the representation of con-

vection in the two most different experiments, Figs. 7a

and 7b show time series of the cloud-top height

TABLE 1. List of EDMF experiments.

Experiment name Entrainment rate parameterization Surface updraft conditions

Control «i(Dz)5
«0
Dz

P i

�
Dz

L«

�
Discretization of a tail of joint Gaussian PDF

E-const «i(Dz)5 «0/L« As in Control

E-uni «i(Dz)5U(0; 2«0/L«) As in Control

Srf-stoch As in Control Stochastically drawn from the tail of joint

Gaussian PDF

Srf-const As in Control Constant for all updrafts; computed from

integral over the tail of Gaussian PDF

E-Srf-const «i(Dz)5 «0/L« Constant for all updrafts; computed from

integral over the tail of Gaussian PDF

Diag As in Control As in Control

Profiles of mean variables kept constant
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for different surface UAs from the Control and

E-Srf-const experiments. Figure 7a shows that in the

Control experiment, cloud-top height stays fairly

constant in time, and it is virtually independent of the

surface UA. In contrast, in the E-Srf-const experi-

ment, temporal changes in the cloud-top height are

significant (Fig. 7b). As the surface UA exceeds

around 15% (which is close to UAc for this experi-

ment), convection transitions from a steady-state re-

gime to an intermittent regime. For the intermittent

regime, periods of more developed convection are

followed by periods of suppressed convection. As the

surface UA further increases, periods of shallower

convection become even longer. It is important to

mention that the intermittency of convection as rep-

resented by the E-Srf-const experiment appears to be

unrealistic. The results from other experiments (not

shown) roughly fall into two categories: all the ex-

periments with entrainment rates taken from the

Poisson distribution are similar to the Control experi-

ment, while the behavior of convection in the experi-

ments with deterministic entrainment rates is similar

to the E-Srf-const experiment.

Figures 7c and 7d show time series of the cloud-top

height and the corresponding convective inhibition

(CIN) for the Control and E-Srf-const experiments

in which the surface UA is set to 16%. CIN is used

as a measure of the barrier that the updrafts need to

overcome before reaching the cloud layer and has ear-

lier been identified to control the cloud-base convective

properties (e.g., Neggers 2015). For the Control simu-

lation, the CIN and the depth of convective clouds are

both reasonably constant. For the E-Srf-const experi-

ment, the low-frequency variability of CIN is linked with

the development cycle of convective clouds.Whenmoist

convection sets in, it overly stabilizes the subcloud layer

(seen as more negative CIN), which then prevents its

subsequent formation.Whenmoist convection is absent,

the large-scale forcing gradually reduces CIN. It even-

tually leads to the development of very shallow and then

deeper moist convection, which again overly stabilizes

the subcloud layer and terminates itself. This low-

frequency intermittency of convection in E-Srf-const

does not represent any physical process and is purely a

result of the plume model formulation. The duration of

convective and convection-free periods is a strong

function of the prescribed surface UA, with shorter

cloud formation periods for larger UA.

The two analyzed experiments yield significantly

different quasi-equilibrium states of convection (in

terms of CIN and CC) owing to the mentioned differ-

ences in the updraft properties. The near-surface con-

ditions and entrainment rates vary among the updrafts

for Control, while they are all the same for E-Srf-const.

As a consequence, the weaker updrafts in Control

terminate at lower levels than in E-Srf-const, and the

FIG. 6. (a) Cloud cover and (b) liquid water path as a function of surface UA for a set of modified experiments as

listed in the legend (see Table 1 for a detailed description). The gray shading represents the envelopes of LES

results spanning the second and the third quartiles. All the results are averaged from the second through the sixth

simulation hours.
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remaining updrafts are more buoyant compared those

for E-Srf-const. Therefore, they can overcome larger

negative values of CIN. All updrafts in the E-Srf-const

experiment have the same properties, and they termi-

nate at the same vertical level.

d. A two-layer model for steady-state convection

To highlight the role of interactions between themean

fields and convection, and to find a physical correlate of

UAc, described in the previous section, we design a

simple two-layer model for steady-state convection. The

two layers considered are the well-mixed dry subcloud

layer and themoist convective layer aloft. The two-layer

model is used to find the properties of convective

updrafts for a given state of the atmosphere under the

approximation that convection is in equilibriumwith the

large-scale forcing.

1) SUBCLOUD LAYER

In the subcloud layer, convection is represented by a

bulk dry updraft extending from the surface to the cloud

base. The updraft area and the entrainment rate are

FIG. 7. (top) Time evolution of the cloud-top height (colors) for a set of surface UAs from two different EDMF

experiments: (a) Control and (b) E-Srf-const. Each horizontal sequence of colored stripes represents one simu-

lation with the surface UA as indicated on the vertical axis. White patches represent the lack of convective clouds.

(bottom) Time series of cloud-top height and convective inhibition over the last two hours of simulation for ex-

periments with surface UA of 16%: (c) Control and (d) E-Srf-const experiments.
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both prescribed to be constant. The grid-mean virtual

potential temperature is assumed to be well mixed (i.e.,

›uy/›z5 0). Since virtual potential temperature is, in the

absence of condensation, approximately a linear func-

tion of the moist conserved variables (uy ’ ul 1 «u0qt),

the updraft equations without the source term [Eq.

(A12)] are valid for the virtual potential temperature as

well. The values of the updraft potential temperature

and vertical velocity at any height in the subcloud layer

(z# zdry) are obtained by integrating the updraft equa-

tions [Eqs. (A12) and (A14)] from the surface up to the

height z. This yields
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where the overbar represents the grid average and the

subscript 1 denotes the (single) bulk updraft (for a

complete description of the symbols, see appendix B).

Surface the updraft properties such as the UA, verti-

cal velocity w1js, and the excess of virtual potential

temperature (uy,i 2 uy) are computed in the same way as

in the EDMF model [see Eqs. (A15)–(A21)] but for a

single updraft (I5 1) and are essentially functions of the

surface UA.

2) CLOUD LAYER

In the cloud layer, convection is still represented by

a single updraft, but its fractional area, unlike in the

subcloud layer, can change with height. We assume that

the total subgrid flux of virtual potential temperature is

well represented by the mass-flux component in this

layer, which is in balance with the large-scale forcing,

and that the excess of potential temperature in the up-

drafts with respect to the environment (Ducldy [ uy,1 2 uy)

is independent of height. The last assumption holds for

most of the cloud layer (for the layer between approxi-

mately 700 and 1500m; cf. Fig. 1f). The physical rea-

soning behind this assumption is the buoyancy sorting

mechanism (e.g., Raymond and Blyth 1986). At each

model level, the updrafts that are weakly or negatively

buoyant terminate, and the remaining subset of active

updrafts preserves positive buoyancy. This assumption

is only partially correct at the top of the cloud layer,

where the updrafts overshoot their neutral buoyancy

level, but it helps to simplify the model. Neglecting the

vertical derivative of density, the prognostic equation

for uy can be written as [see Eq. (1)]
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where the last two terms in Eq. (16) represent the sum

of the prescribed source and advection terms for uy.

Neglecting the time derivative in Eq. (16) (because of

the steady-state assumption) and integrating Eq. (16)

from height z. zdry to ztop, we get
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where we used the fact that all subgrid fluxes must

vanish at ztop. The subgrid flux at a height z can be

written using the mass-flux model as
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). (18)

Combining Eqs. (17) and (18) yields the expression

for the provisional value of the height-dependent UA:
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Because the UA cannot exceed its value at the sur-

face, the UA in the SCM is limited by

a
1
(z)5min(ap1, a1js). (20)

To obtain the vertical profile of updraft velocity, we

integrate the velocity equation [Eq. (A14)] from zcld to z

with (assumed) constant buoyancy:

B
1
5 gDucldy /u

0
, (21)

which yields
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For the conditions at the cloud base, we simply assume

that themoist updraft vertical velocity fromEq. (22) and

dry updraft vertical velocity from Eq. (15) are equal.

SOLUTION FOR THE BOMEX CASE AND

DISCUSSION OF THE RESULTS

To find a solution of the two-layer model for the

BOMEX case, we use the same profiles of uy and ad-

vective and radiative forcing as for the EDMF model

simulations. The entrainment rate is set to «5 2:53
1023 m21, which is close to the mean value used by the

EDMFmodel. The cloud base and cloud top are fixed at

600 and 2000m, respectively, which correspond to the

levels obtained in the previous experiments. We first

chose Ducldy 5 0:4K [Eq. (21)] and compared the results

against the Control EDMF simulation. This value was

found to bring the results from the two-layermodel close

to those from the EDMF model and facilitate the com-

parison. Additionally, we calculated the updraft prop-

erties for a range of Ducldy and compared them against

the results from the EDMF sensitivity experiments.

Figures 8a and 8b show CC and vertical velocity at the

cloud base as the functions of the surface UA from the

two-layer model (for Ducldy 5 0:4K) and from the EDMF

Control experiment. The two-layer model produces two

distinct regimes for CC, similarly to the (Control)

EDMF model, with the UAc around 3%. When the

surface UA is lower than UAc, cloud cover equals the

surface UA. For the surface UA greater than UAc,

cloud cover only slightly increases, in agreement with

the reference results. In the subcritical regime, even

though all convective updrafts condense, they are still

too narrow to provide enough subgrid transport needed

to compensate for the destabilization by the large-scale

component [i.e., a1js in Eq. (20) is smaller than ap1].When

the surface UA is greater thanUAc, the CC only weakly

depends on the surface UA. This dependence results

from the fact that for an increased surface UA, a wider

portion of the tail of the near-surface PDF of vertical

velocity (and buoyancy) is represented by the bulk up-

draft. Consequently, these two parameters have to de-

crease somewhat as they reflect mean updraft properties

from the tail. Reducing the buoyancy and vertical ve-

locity at the surface results in lower values of these

properties at the cloud base as well. To satisfy the

steady-state equation for the mean virtual potential

temperature [Eq. (19)], this deficit in the buoyancy and

vertical velocity at the cloud base needs to be compen-

sated by an increased CC, which we see in the solution.

The cloud-base vertical velocity from the EDMF tends

to be somewhat larger than from the two-layer model.

This is because EDMF allows weaker updrafts to ter-

minate before reaching the cloud base, which is not

represented by the single bulk updraft in the two-layer

model. Overall, the transition between the two CC re-

gimes occurs for the surface UA at which the equilibrium

between large-scale forcing and convection is achieved.

The question remains why UAc differs among the

EDMF experiments. Assuming that the cloud base and

the cloud top, as well as the profile of grid-mean virtual

potential temperature, are the same for all experiments,

the two-layer model suggests that the only differences

among the experiments regard the buoyancy of moist

updrafts (i.e., Ducldy ). Figure 9a shows the dependence of

FIG. 8. Comparison of the two-layer model result for Ducldy 5 0:4K with the Control EDMF results. (a) Cloud

cover and (b) the cloud-base vertical velocity as a function of surface UA are plotted. Red lines denote the results

from the two-layer model. Black lines indicate the Control EDMF results averaged from the second through the

sixth simulation hours.
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CCon the surfaceUA in the two-layermodel for a range

of Ducldy . As before, a linear correlation between CC

and UA occurs when the surface UA is smaller than

UAc, and CC only marginally increases for larger UAs.

The results also show a strong dependence of UAc on

Ducldy . Figure 9b depicts UAc as a function ofDucldy for the

BOMEX case in the two-layer model and in the modi-

fied EDMF experiments. In the two-layer model, the

relationship between UAc and Ducldy is inversely pro-

portional, with a strongly similar behavior to that seen in

themodified experiments. This correlation confirms that

most of the differences between the EDMF experiments

are a consequence of the differences in the mean virtual

potential temperature within the updrafts. The differ-

ences in the virtual potential temperature can be related

to the representation of the spread of thermodynamic

variables among convective plumes.

4. Summary and conclusions

In this work, we investigate the role of the underlying

physical mechanisms controlling the subgrid transport in

EDMF models for a benchmark case of marine shallow

convection. To this end, we improve on the formulation

of the stochastic multiplume EDMF model of Su�selj

et al. (2013). Specifically, the model no longer assumes

that the thermodynamic and kinematic properties of

the nonconvective environment equal their grid-mean

values. Consequently, a new term appears in the final

expression of the subgrid fluxes representing the sub-

siding environment, which is typically neglected in other

EDMF models. A large part of this work investigates

the features of multiplume convective transport. An

advantage of the multiplume approach is the ability

to more explicitly capture the nonlinear interactions

between the different plumes and the environment.

However, the variability of thermodynamic and kine-

matic properties for the ensemble of updrafts needs to

be properly represented. Recent studies suggest two

mechanisms responsible for this spread, namely, differ-

ent surface updraft conditions (e.g., Cheinet 2003;

Neggers et al. 2009) or the lateral turbulent entrainment

between the updrafts and the environment in which they

grow (e.g., Romps and Kuang 2010; Brast et al. 2016),

without a consensus as to which of these two is more

important. Our model combines the two approaches as

the simulated convective plumes differ because of both

varying surface conditions and lateral entrainment. To

understand the relative importance of these two com-

ponents, we examine how they shape the termination

heights of individual updrafts. We also design a set of

modified EDMF experiments in which the representa-

tion of these two components is simplified. To better

understand the role of the coupling between the mean

fields and convection, we design a two-layer model for

steady-state convection.

Although this manuscript is focused on the BOMEX

subtropical shallow-convection case, this latest version

of EDMF has been validated for a variety of other case

studies, including (i) the growth of a dry convective

boundary layer, first suggested by Nieuwstadt et al.

(1992) and (ii) the diurnal cycle of shallow non-

precipitating convection over land—the ARM case of

Brown et al. (2002). These results are not shown in the

FIG. 9. (a) Cloud cover as a function of the surfaceUA for a set ofDuy jcld from the two-layermodel and (b) critical

surfaceUA as a function ofDuy in the two-layermodel (red line) and themodifiedEDMF simulations (as described

in the legend). TheUAc was computed as the value of the surface UA at which it exceeds the moist UA by 2%, and

Duy is the mean updraft virtual potential temperature in the cloud layer between 700 and 1200m.
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current paper but do confirm the accuracy of this new

EDMF version in realistically depicting the behavior of

atmospheric boundary layer turbulence and shallow

moist convection for a variety of situations. Results from

the EDMF model compare well with the LES results

for a range of prescribed surface updraft areas (UAs) as

long as the surface UA is higher than around 5%. The

model reproduces the mean thermodynamic fields and

essential features of moist updrafts well, including the

updraft fractional area, vertical velocity, temperature,

andmoisture. This result is particularly encouraging as it

is not apparent what values of surface UA should be

used in a parameterization. In some EDMF models,

surface UA is prescribed, although it can differ signifi-

cantly from model to model (e.g., Soares et al. 2004;

Su�selj et al. 2013), while in others, it is parameterized

(e.g., Pergaud et al. 2009). In the simulations with large

surface UA, the term representing the mass flux due to

the subsiding environment becomes significant in the

subcloud layer. Although our results show a lack of sen-

sitivity to the surface updraft area, our previous work (and

other studies) leads us to conclude that it is more physi-

cally appropriate to represent small-scale turbulent mo-

tions using an eddy-diffusivity formulation. In addition,

recent studies (e.g., Couvreux et al. 2010) indicate that

convective plumes cover between 10% and 30% of the

fractional area in the surface layer. Therefore, even

though this version of the EDMF parameterization is

relatively insensitive to the surface UA, we suggest the

utilization of values of surface UA between 10% and 30%.

We find that around the cloud base, both the surface

conditions and the lateral entrainment determine which

of the updrafts terminate. If the updraft reaches the

condensation level, its termination height becomes es-

sentially dependent on the lateral entrainment.

Results from the sensitivity experiments indicate that

interactions between convection and the mean fields

are crucial for shaping updraft properties. In fact, the

low sensitivity of the time-averaged convective prop-

erties to the surface UA is primarily a consequence of

these interactions. In simulations in which convection is

coupled to the mean field, the dependence of the total

moist updraft area (CC) on the surface UA falls into

two regimes. For surface UAs smaller than some criti-

cal updraft area (UAc), the CC is proportional to the

surface UA. Once the surface UA increases above

UAc, the CC saturates. The results of the two-layer

model explain this dependence. For small surface UAs,

convection is too weak to counterbalance the large-

scale forcing. In this regime, virtually all updrafts con-

dense at the cloud base, and therefore, cloud cover is

similar to UA. For larger surface UAs, cloud cover also

increases until UAc is reached. The UAc is the

minimum value of surface UA at which convective

tendencies balance the (prescribed) large-scale forcing.

For a supercritical UA, sufficient transport is provided

by a fraction of updrafts, and thus, cloud cover is smaller

than the surface UA.

We show that the variability among convective up-

drafts is controlled by stochastic entrainment, which is

critical for a realistic representation of moist convection.

In particular, two main features strongly depend on this

variability. First, the value of UAc is larger in simula-

tions with smaller variability, and the results are less

consistent with LES. Second, reducing the updraft var-

iability yields intermittent moist convection on larger

time scales. Using a stochastic entrainment rate formu-

lation improves these two issues.

In this work, convection is modeled with 100 updrafts

per time step, each with its own surface conditions and

profile of entrainment rates. We show that this number

can be significantly smaller although at the expense of

increased intermittency of convective properties. In fu-

ture work, we will investigate how to prescribe a number

of updrafts to mimic the stochastic nature of convection

and its resolution dependence, which becomes essential

in the convective gray zone (e.g., Sakradzija et al. 2015;

Kurowski and Teixeira 2018) and plays a key role in

ensemble weather prediction (Buizza et al. 1999; Lin

and Neelin 2000; Teixeira and Reynolds 2008). For the

convective gray zone problem, we will build on the work

of Brast et al. (2018).
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APPENDIX A

Description of the EDMF Parameterization

a. Parameterization of subgrid-scale mixing in the
nonconvective environment

An important consequence of the EDMF decompo-

sition is that the environment represents a subgrid-scale

domain devoid of convective plumes. Therefore, the
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subgrid scale in the environment can bewell represented

with a local downgradient approximation [Eq. (6)]. The

parameterization requires a model for Kh/m,e, which is

a short notation for the eddy-diffusivity (Kh,e) or eddy-

viscosity (Km,e) coefficients in the environment.A1 These

coefficients are parameterized as a product of the di-

agnostic turbulent length scale and velocity scale in the

environment where the velocity scale is represented by

the square root of environmental TKE (ee):

K
h/m,e

5 l
h/m,e

ffiffiffiffi
e
e

p
, (A1)

with a similar notation as above used for the corre-

sponding length scales. As detailed below, the model

distinguishes between the environmental and the grid-

mean TKE. The EDMF model solves the prognostic

equation for the grid-mean TKE and diagnoses the

environmental TKE.

1) TKE EQUATION

The grid-mean TKE (e) is computed using a well-

known prognostic equation (e.g., Stull 1988):

›e

›t
52 �

3

k51

uk ›e

›xk
2

1
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›

›z
rw0e0 2w0u0 ›u

›z

2w0y0
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›z
1

g

u
0

w
0
u
0
y 2 c

«

e3/2

l
«

, (A2)

where the first two terms on the rhs represent the re-

solved and the subgrid-scale transport (where the sum-

mation is over the two horizontal and one vertical

direction), the third and fourth terms are the shear

production/consumption of TKE, the fifth term is the

buoyancy production/consumption, and the last term

represents dissipation.

Subgrid fluxes in the shear- and buoyancy-related

source terms are computed with the EDMF approxi-

mation [Eq. (5)], and c«5 0.16 is constant. In the current

model version, the subgrid transport of TKE is modeled

with a simple eddy-diffusivity approach:

w0e0 52K
m,e

›e

›z
. (A3)

Recalling that the total TKE is defined as e5

(1/2)�3

k51u
0
ku

0
k and environmental TKE as ee 5

(1/2)�3

k51u
0
ku

0
kje (where uk represents the velocity com-

ponents along the three k directions), the EDMF

decomposition in Eq. (4) together with the assumption

of horizontally homogeneous updrafts is used to write

the total TKE as a sum of the three components. The

environmental TKE can be expressed as

e
e
5

e

a
e

2
1

2
�
3

k51

(uk
e 2 uk)2

1

2
�
I

i51
�
3

k51

a
i

a
e

(uk
i 2 uk)

2
. (A4)

2) TURBULENT LENGTH SCALES

Specification of the turbulent length scales for the

eddy-diffusivity, eddy-viscosity, and dissipation terms is

one of the most uncertain parts of the EDMF model.

Over the past decades, many expressions for those length

scales were proposed. Here, we follow the approach of

Teixeira and Cheinet (2004) to define master length

scale l0,e for diffusion and dissipation:

l
0,e

5 t
e

ffiffiffiffi
e
e

p
1 (kz2 t

e

ffiffiffiffi
e
e

p
)e2z/zsf , (A5)

where zsf 5 100m is assumed to be the surface-layer

depth. The length scale l0,e is defined in a way to con-

verge to the Prandtl mixing length kz close to the surface

and to the TKE-dependent length scale te
ffiffiffiffi
ee

p
far above

the surface. The time scale te is defined as

t21
e 5

(
(t21

0 1 0:75N
e
)
21

for N2
e . 0

t21
0 for N2

e # 0,
(A6)

where Ne is a Brunt–Väisälä frequency for the envi-

ronment and te is a combination of the time scale for

neutral (t0) and stable [1/(0:75Ne)] layers. The time

scale for neutral atmosphere is modeled as

t
0
5
1

3

z
dryffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2

*
1 u2

*

q , (A7)

where zdry is the depth of dry (subcloud) layer and

w* and u* are the convective and friction surface ve-

locity scales, respectively (see appendix B for its defi-

nition). The viscosity and diffusivity length scales are

computed as

l
m,e

5 l
0,e
a
m
(Ri

e
) (A8)

and

l
h,e

5 l
0,e
a
h
(Ri

e
) , (A9)

where ah and am are the stability functions that follow

the quasi-normal scale elimination theory (Sukoriansky

et al. 2005, 2006). They depend on the environmental

bulk Richardson number (Rie):

A1 The eddy diffusivity coefficient is used as a mixing co-

efficient for thermodynamic variables (ul , qt), and the eddy-

viscosity coefficient is used for the wind speed components u

and y and TKE.
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a
m
5

8>><
>>:

11 8Ri2e
11 2:3Ri

e
1 35Ri2e

if Ri
e
. 0

1 if Ri
e
# 0

and

a
h
5

8>><
>>:

1:42 0:001Ri
e
1 1:29Ri2e

11 2:3Ri
e
1 19:81Ri2e

if Ri
e
. 0

1:4 if Ri
e
# 0:

Note that in the above parameterization, the turbulent

Prandtl number (Pre 5Km,e/Kh,e 5 lm,e/lh,e) is a function

of Rie. For unstable and neutral layers (Rie # 0), the

turbulent Prandtl number equals 1/1.4 ’ 0.71, and for

stably stratified layers with very large Rie (Rie /‘), it
approaches 3.5.

The dissipative length scale is parameterized in a

similar manner as the eddy-diffusivity/viscosity length

scales but is the function of the grid-mean TKE:

l
«
5 l

«0
1 kz2 l

«0

� �
e2z/zsf , (A10)

with l«0 following Mellor and Yamada (1982):

l
«0
5 0:12

ð‘
0

z
ffiffiffi
e

p
dzð‘

0

ffiffiffi
e

p
dz

. (A11)

b. Convective mass-flux parameterization

The mass-flux scheme is designed to represent an

ensemble of steady-state laterally entraining up-

drafts originating at the surface with the multiplume

model. The plumes can remain dry or condense,

which depends on the difference between their total

and saturated water mixing ratios. In the current

model, the plumes represent shallow convection and

therefore do not include parameterization of any

microphysical processes. The horizontal area of the

individual plume is constant from the surface to its

termination height.

A steady-state equation for variables ui 5 fuli, qti, ui,

yi, wig in the ith plume can be written as

›u
i

›z
5 «

i
(u2u

i
)1

Su,i

w
i

, (A12)

where «i represents the entrainment rate, Su,i the source

term of u, and wi the mean vertical velocity of the

ith plume. In this model, we assume that the ith plume

entrains properties of the grid-mean field, which im-

plicitly assumes interaction between convective plumes.

Namely, the entrained air originates from both an en-

semble of convective plumes and the environment,

where the fraction of the entrained air from each of

these components is equal to the fractional area of the

corresponding component. One could formulate a

plume model in which the plumes entrain the environ-

mental air by replacing u with ue in Eq. (A12). In that

parameterization, one would assume that the plumes

are noninteractive, which is probably less realistic, es-

pecially when the total updraft fractional area ap-

proaches unity.

The plume’s thermodynamic variables (uli and qti)

are conserved during condensation; therefore, their

respective source terms are zero. Source terms for the

horizontal momentum are modeled following Romps

(2012), who showed that they effectively decrease the

entrainment rate by a factor of 3. Therefore, the source

term for the u component of horizontal momentum

reads as

S
u,i
52

2

3
«
i
w

i
(u2 u

i
) , (A13)

and the equivalent equation is used to parameterize the

source term for the y component. Vertical velocity

source terms are parameterized following de Roode

et al. (2012), and the final equation for the vertical ve-

locity is

1

2

›w2
i

›z
5 a

w
B

i
2 b

w
«
i
w2

i , (A14)

where Bi 5 g(uy,i/uy 2 1) is the buoyancy of the ith

plume with respect to the grid mean, and aw 5 1 and

bw 5 1:5 are constants. Equivalent to entrainment pa-

rameterization, the plumes are assumed to interact

with the grid-mean buoyancy. The bw parameter in-

cludes the parameterization of the pressure perturba-

tion term and the subplume variability. The vertical

velocity equation is different from that used in Su�selj

et al. (2012, 2013), but it agrees better with one of the

possible parameterizations discussed in de Roode

et al. (2012).

Contrary to many parameterization (e.g., Soares

et al. 2004; Neggers et al. 2009), in which the horizontal

area of plumes evolve in the vertical governed by a

steady-state continuity equation (which assumes the

balance between the vertical mass flux, entrainment,

and detainment rate), we assume that each individual

plume has a fixed horizontal area as, for example, in

Witek et al. (2011b). A practical consequence of this

assumption is that the detrainment rate, for which the
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underlying physical processes are poorly understood,

does not need to be parameterized. As a result, the

total horizontal area of convective plumes cannot in-

crease with height and therefore cannot exceed its

surface area.

As mentioned above, the subgrid convection is

represented by i5 1, . . . , I plumes initialized at the

surface. Each plume is characterized with different

surface conditions and experiences stochastic en-

trainment rates during its ascent. The equations gov-

erning plume properties [Eqs. (A12) and (A14)] are

independently integrated for each plume from the sur-

face up to the level where its vertical velocity becomes

zero. At that level, the plume terminates. Condensation

within a plume occurs when its total water exceeds the

saturated mixing ratio [i.e., where qti . qsi(Ti, p)]. The

resulting convective cloud water is computed as an ex-

cess of the total water over the saturated value (i.e.,

qli 5 qti 2 qsi).

1) SURFACE CONDITIONS FOR CONVECTIVE

PLUMES

Surface conditions for convective plumes are pa-

rameterized following Cheinet (2003). This parame-

terization builds on the measurements by Mahrt

and Paumier (1984), who show that the near-surface

vertical velocity, virtual potential temperature, and

total water mixing ratio are to the first approxima-

tion normally distributed and positively correlated.

Therefore, a normal PDF of the near-surface vertical

velocity with zero mean and the standard deviation of

sw is prescribed [N(0, sw)]. We assume that convective

updraft near the surface represent a positive tail of this

vertical velocity distribution, with their values ranging

from theminimumwmin to themaximumwmax (the latter

is prescribed to avoid unrealistically strong plumes). The

PDF of vertical velocity is discretized into I bins (with

I representing the total number of plumes), where the

ith plume accounts for the velocity between wmin,i 5
wmin 1 (i2 1)Dw and wmax,i 5wmin 1 iDw, with Dw5
(wmax 2wmin)/I. The surface area of the ith plume is

computed as an integral of the PDF of vertical velocity

from wmin,i to wmax,i:
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where the subscript s denotes surface values. In all

numerical experiments, we use wmax 5 3sw and in-

vestigate sensitivity of the results to the value of wmin.

Surface vertical velocity for the ith plume is formu-

lated as

w
i
j
s
5

ðwmax,i

wmin,i

N(0,s
w
)wdw

ðwmax,i
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2
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. (A16)

Thermodynamic properties of the ith plume (i.e.,

virtual potential temperature and total water mixing

ratio) are obtained assuming that the near-surface ver-

tical velocity, virtual potential temperature, and total

water mixing ratio can be represented by the joint nor-

mal PDF, where the above-described PDF of vertical

velocity is a marginal distribution of this joint PDF. The

surface value of virtual potential temperature in the ith

plume is computed as

u
y,i
j
s
5 u

y
j
s
1 c(w, u

y
)w

i
j
s

s
uy

s
w

(A17)

and of total water mixing ratio as

q
t,i
j
s
5 q

t
j
s
1 c(w,q

t
)w

i
j
s

s
qt

s
w

, (A18)

where the correlation coefficients between the vertical

velocity and corresponding thermodynamic variables

are fixed as c(w, qt)5 c(w, uy)5 0:58, and are equal to

each other, unlike in Cheinet (2003). The variances of

vertical velocity sw, total water mixing ratio sqt, and

virtual potential temperature suy at the surface are pa-

rameterized as

s
w
5 1:34w*

 
z
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z
top

!1/3 
12 0:8
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0

z
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!
, (A19)

s
qt
5 1:34q*

 
z
0

z
top

!21/3

, (A20)

and

s
uy
5 1:34u*

 
z
0

z
top

!21/3

, (A21)

where ztop is the depth of convective layer and w*[

(g/uy)w
0
u
0
yjsztop is the convective velocity. Here, we take

z0 5 0:1ztop, and q*5w0q0
tjs/w* and u*5w

0
u
0
yjs/w* are

the convective moisture and temperature scales,

respectively.
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2) ENTRAINMENT RATE

The lateral entrainment is assumed to be a stochastic

process, and its parameterization follows Su�selj et al.

(2013). For a plume that extends over the distance

dz, a probability that a single entrainment event

occurs is described by the binomial distribution. Both

the probability of the entrainment event and the

strength of the entrainment rate are assumed to be

height independent. The actual number of entrain-

ment events over a finite distance Dz (which is the

TABLE B1. List of symbols and their description.

Symbol Description

General variables
ai, ae Fractional area of the ith updraft and the environment

cp 5 1:063 103 J kg21 K21 Specific heat of air at constant pressure

g5 9:8m s22 Gravity acceleration

Ly 5 2:53 106 J kg21 Latent heat of water

ql , qs, qt , qy Liquid, saturated, total, and vapor water mixing ratio

Su Source terms for the variable u
t Time

fu1, u2, u3g5 fu, y, wg Wind speed components along the x, y, and z directions

w*[

�
g

uy
w

0
u
0
yjsztop

�1/3

Convective velocity scale

fx1, x2, x3g5 fx, y, zg Zonal, meridional, and vertical directions

zb Height of negative buoyancy flux

zdry Depth of dry convective boundary layer

ztop Depth of convective layer

u0 5 300K Temperature scale

r Density of dry air

us or ujs Value of the variable u at the surface

u, ul , uy Potential, liquid water potential, and virtual potential temperature

Eddy-diffusivity variables

e, ee Grid-mean and environmental TKE

Kh/m,e Eddy diffusivity or viscosity coefficients for the environment

lh/m,e Eddy diffusivity or viscosity length scales

l«, l«0 Dissipative length scales

N5

ffiffiffiffiffiffiffiffiffiffiffiffiffi
g

u0

›uy
›z

r
Brunt–Väisälä frequency

Pr5Km/Kh Turbulent Prandtl number

Ri5
g

u0

›uy
›z

›u

›z

� �2

1
›y

›z

� �2
Bulk Richardson number

zsf 5 100m Surface-layer depth

aH , aM Stability functions for eddy diffusivity and viscosity

ue or uje Mean value of u in the environment

u0
l
0je Covariance of u and l in the environment

te, t0 Time scales for the parameterization of lh/m,e

Updraft variables

aw 5 1, bw 5 1:5 Constants for the vertical velocity equation

c(w, qt)5 0:58 Correlation between surface velocity and qt

c(w, uy)5 0:58 Correlation between surface velocity and uy
i5 1, . . . , I Index denoting the number of updrafts

P Poisson probability function

q*, u* Surface moisture and temperature scales

U(a, b) Uniform distribution on interval [a, b]

wmin, wmax Limits for the vertical velocity discretization

ui or uji Average u in the ith updraft

sw, suy , sqt Standard deviation of w, uy , and qt at the surface

t«, L« Entrainment time and length scales

«, «0 Entrainment rates

~« Normalized integrated entrainment rate
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distance between two vertical model levels) thus fol-

low the Poisson distribution as it is a superposition of

binomial distributions. The corresponding entrainment

rate is parameterized as

«
i
(Dz)5

«
0

Dz
P

i

�
Dz

L
«

�
, (A22)

where «i(Dz) is the entrainment rate for the ith plume

over the distance Dz, the length scale L« represents

the average distance a plume needs to travel to en-

train once and is parameterized as a function of the

surface convective velocity L« 5 t«w* where t« 5 80 s,

«0 5 0:2 is the fractional entrainment rate of a single

entrainment event, and P (l) represents a random

number from Poisson distribution with parameter

l. Note that the entrainment rate (and L« in partic-

ular) is parameterized differently than in our previous

work.

APPENDIX B

List of Symbols

A list of symbols and their descriptions is provided in

Table B1.
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